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ABSTRACT

Point-of-interest (POI) recommendation has become more
and more important, since it could discover user behavior
pattern and find interesting venues for them. To address this
problem, we propose a rank-based method, PGRank, which
integrates user geographical preference and latent preference
into Bayesian personalized ranking framework. The experi-
mental results on a real dataset show its effective.
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1. INTRODUCTION

With the rapid grows of location-based social network,
users post their physical locations by checking-in points-of-
interest (POIs), such as museum, restaurants, etc. A vast
amount of check-in data creates personalized POI recom-
mendation, which helps users discover new POIs and adver-
tisers find targeted users. However, unlike traditional rec-
ommendation based on explicit feedback data (e.g., movie
rating 1-5), the check-in data (e.g., the frequency of check-
in) is implicit feedback.

Point-wise regression and pair-wise ranking preference al-
gorithm are two major paths to solve implicit feedback rec-
ommendation. The point-wise regression algorithm sup-
poses that users don’t like all unobserved items and op-
timizes the absolute rating scores, while pair-wise ranking
algorithm assumes that users’ preference of observed items
is stronger than unobserved items and then directly transfer
the prediction to ranking. Recently, GeoMF [1] incorporates
geographical information into weighted matrix factorization
model, which is a point-wise regression model. However, the
assumption that users don’t like all unvisited POIs may be
not reasonable.

In this paper, we propose a hybrid pair-wise POI rec-
ommendation approach, named personalized geographical
ranking (PGRank), which integrates POI coordinates into
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Bayesian Personalized Ranking framework. Specifically, user
latent preference and geographical preference, extracted from
matrix factorization and cluster techniques, are utilized to-
gether to improve the POI recommendation accuracy. Com-
prehensive experiments are conducted based on foursquare
dataset to evaluate our approach. The results provide good
demonstration in the superiority over other competitors.

2. METHODOLOGY

Problem Definition. Suppose that frequent matrix R €
R™ ™ represents check-in records of users, where n and m
denote the size of users and POls, respectively. Then given
user u, our goal is to recommend new POIs which he/she
never checked but will be like to visit in the future.

Personalized Geographical Ranking. Unlike recom-
mendation task based on explicit rating, the check-in data
represents implicit feedback of users, which means users pre-
fer visited POIs than unvisited. Therefore, we can exploit
pair-wise ranking model to generate top-N recommendation
for each user. In this paper, we adapt Bayesian Personalized
Ranking (BPR) criterion to our problem [3]. Otherwise, we
intuitively assume that a POI preference by one user is pro-
portional to the check-in frequency. Formally, if user ¢ has
visited more times in POI j than POI k, the likelihood of
this preference is p(fi; = fir) = I(zij > ziw)o(fij — fir)
where z;; is the frequency of check-in, I(z) is the indicator
function, o(z) = H%’ and f;; denotes the ranking score
of POI j for user i. Obviously, how to compute the ranking
score function determines the performance of recommenda-
tion.

In this paper, we jointly integrate user latent preference
as well as geographical preference to predict ranking score.
First, we tackle the latent preference as traditional matrix
factorization. Particularly, we suppose that there is latent
factor vector u; € R¥*™ and v; € RF*™ respectively associ-
ated with user ¢ and POI j, where k means the number of
latent factor. Therefore, the ranking score based on user la-
tent preference is fllJ = u,ij. Secondly, it has been proved
that the context information, geographical coordinates, sig-
nificantly affects users’ choice of POIs. Furthermore, the
geographical distribution of POIs by a user always exhibits
multi-region phenomenon. The user behavior pattern may
vary dramatically in different regions [4]. To capture this
property, we cluster the geographical space into [ regions.
For simplify, k-means algorithm is used in the experiments.
Then, the ranking score based on the geographical prefer-
ence (i.e., region preference) is ffj = Tic;, Where c; means
the region includes POI j. Thus, the final ranking score



function is as follows:

(1)

T
fij =i vj + Tic;

Then, the likelihood of all users is p(> |©) =

I1
ieU,jeV
where U, V is the set of users and POls, respectively. © =
{U, V,r} is the set of all parameters.

With the prior distribution of p(©), we can exploit maxi-
mum a posterior (MAP) to optimize © for the correct per-
sonalized ranking. Note that the prior distribution is a form
of regularization which reduce the complexity of model and
avoid overfitting (e.g., Gaussian prior distribution in this pa-
per). Through the logarithm, the final objective function is
as follows:

© =argmaxlog [ p(fis = fir)p(©)
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where (1, B2 are fixed regularization parameters to balance
the bias and variance of model.

Optimization. Analogous to BPR, we utilize sample
technology to accelerate optimization process and Stochas-
tic Gradient Descent to update ©. Then we sort the ranking
score function in Eq.1 and generate the top-k recommenda-
tion list for each user.

3. EXPERIMENTS

Dataset. To demonstrate the performance of the pro-
posed model, we use the Foursquare check-in dataset during
the period of Aug. 2010 and Jul. 2011 in Singapore [5]. The
preliminary statistics shows that this dataset contains 2,321
users and 5,596 POIs with the sparsity of 98.51%. Each
record comprises user ID, POI ID, POI coordinate and time.
Similar to [5], we randomly mask off 62.5% of check-in as
training set, 12.5% as tuning set to choose parameters, and
the remaining 25% as testing data for each user.

Baseline Methods. In the experiments, we compare
the following approachs: (1)PMF: probabilistical matrix fac-
torization is a basic point-wise model [2]. (2)GeoMF: a
weighted matrix factorization model with geographical in-
formation [1]. (3)BPR: a traditional pair-wise framework for
recommendation [3]. (4)PGRank: Personalized Geographi-
cal Ranking is our proposed model described in Section 2.

Results. We employ two metrics, i.e., precision and re-
call, to evaluate the performance of different methods, which
are widely utilized for POI recommendation. We set the
learning rate as 0.01, max iteration as 300, £ = 200 for
our model. The number of regions is 150 and the hyper-
parameters are 51 = 0.02, S = 0.12.

p(fij = fir)s

Figure 1 summarizes the performance of different approaches.
We can observe that the methods (GeoMF, BPR and PGRank)

are much better than PMF, both in terms of precision and
recall. This indicates that traditional rating-based matrix
factorization may not suit the scenario of POI recommen-
dation. Because PMF is adept in explicit feedback data,
while the check-in data is implicit feedback. It could also be
found that rank-based method, BPR, consistently performs
better than GeoMF, although BPR don’t consider any con-
text information in POI recommendation. Specifically, BPR
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Figure 1: Performance Comparison on Foursquare

improves 20% and 16.3% in precision@20 and recall@20, re-
spectively. The reason may be that directly optimizing rank-
ing is more appropriate than optimizing the absolute scores
in implicit feedback data.

As a whole, our proposed approach, PGRank, outperform
all of the other methods. Compared with GeoMF which
also considers geographical information, PGRank improves
GeoMF by 28.8% and 27% in precision@5 and recall@5, re-
spectively. Furthermore, our model improves BPR by 5.3%
and 7.8% in precision@5 and recall@5, respectively. This in-
dicates that it is effective to fuse user region preference into
traditional BPR framework.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a pair-wise POI recommenda-
tion approach, PGRank, which extracts the user latent pref-
erence and geographical preference under Bayesian personal-
ized ranking framework. The experiments demonstrate the
effectiveness of our method. In the future work, we will in-
corporate more context information into our model, such as
time stamp of check-in, categories of POls, social relation-
ship of users and so on.
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